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Abstract

Can neoclassical theory account for the Great Depression in the United States—
both the downturn in output between 1929 and 1933 and the recovery between
1934 and 19397 Yes and no. Given the large real and monetary shocks to the U.S.
economy during 1929-33, neoclassical theory does predict a long, deep downturn.
However, theory predicts a much different recovery from this downturn than
actually occurred. Given the period's sharp increases in total factor productivity
and the money supply and the elimination of deflation and bank failures, theory
predicts an extremely rapid recovery that returns output to trend around 1936. In
sharp contrast, real output remained between 25 and 30 percent below trend
through the late 1930s. We conclude that a new shock is needed to account for the
Depression’s weak recovery. A likely culprit is New Deal policies toward monop-
oly and the distribution of income.

The views expressed herein are those of the authors and not necessarily those of the Federal
Reserve Bank of Minneapolis or the Federal Reserve System.



Between 1929 and 1933, employment fell about 25 pershocks we consider, none of those shocks can account for
cent and output fell about 30 percent in the United Stateshe 1934—39 recovery. Theory predicts large increases in
By 1939, employment and output remained well belowemployment and output beginning in 1934 that return real
their 1929 levels. Why did employment and output fall soeconomic activity rapidly to trend. This prediction stands
much in the early 1930s? Why did they remain so low an sharp contrast to the data, suggesting to us that we need
decade later? a new shock to account for the weak recovery.

In this article, we address these two questions by eval- We begin our study by examining deviations in output
uating macroeconomic performance in the United Stateand inputs from the trend growth that theory predicts in the
from 1929 to 1939. This period consists afeclineineco-  absence of any shocks to the economy. This examination
nomic activity (1929-33) followed by gecovery(1934—  not only highlights the severity of the economic decline
39). Our definition of theGreat Depressioms a 10-year between 1929 and 1933, but also raises questions about the
event differs from the standard definition of the Great De+ecovery that began in 1934. In 1939, real per capita output
pression, which is the 1929-33 decline. We define the Deremained 11 percent below its 1929 level: output increases
pression this way because employment and output rean average of 21 percent during a typical 10-year period.
mained well below their 1929 levels in 1939. This contrast identifies two challenges for theory: account-

We examine the Depression from the perspective oing for the large decline in economic activity that occurred
neoclassical growth theory. Byoclassical growth theory, between 1929 and 1933 and accounting for the weak re-
we mean the optimal growth model in Cass 1965 andatovery between 1934 and 1939.

Koopmans 1965 augmented with various shocks that cause We first evaluate the importance refal shocks—tech-
employment and output to deviate from their deterministicnology shocks, fiscal policy shocks, and trade shocks—for
steady-state paths as in Kydland and Prescott 1982.  this decade-long period. We find that technology shocks

We use neoclassical growth theory to study macroecamay have contributed to the 1929-33 decline. However,
nomic performance during the 1930s the way other econae find that the real shocks predict a very robust recovery
omists have used the theory to study postwar business cheginning in 1934. Theory suggests that real shocks should
cles. We first identify a set of shocks considered importanhave led employment and output to return to trend by
in postwar economic declines: technology shocks, fiscal 939.
policy shocks, trade shocks, and monetary shocks. We then We next analyze whethenonetary shocksan account
ask whether those shocks, within the neoclassical framder the decline and recovery. Some economists, such as
work, can account for the decline and the recovery in thé-riedman and Schwartz (1963), argue that monetary shocks
1930s. This method allows us to understand which dataere a key factor in the 1929-33 decline. To analyze the
from the 1930s are consistent with neoclassical theory andnonetary shock view, we use the well-known model of
especially, which observations are puzzling from the neotucas and Rapping (1969), which connects changes in the
classical perspective. money supply to changes in output through intertemporal

In our analysis, we treat the 1929-33 decline as a longubstitution of leisure and unexpected changes in wages.
and severe recessiéBut the neoclassical approach to an- The Lucas-Rapping model predicts that monetary shocks
alyzing business cycles is not just to assess declines in ecaeduced output in the early 1930s, but the model also pre-
nomic activity, but to assess recoveries as well. When welicts that employment and output should have been back
compare the decline and recovery during the Depression teear trend by the mid-1930s.

a typical postwar business cycle, we see striking differ- Both real shocks and monetary shocks predict that em-
ences in duration and scale. The decline, as well as the rployment and output should have quickly returned to trend
covery, during the Depression lasted about four times akevels. These predictions are difficult to reconcile with the
long as the postwar business cycle average. Moreover, threeak 1934-39 recovery. If the factors considered impor-
size of the decline in output in the 1930s was about 1Qant in postwar fluctuations can't fully account for macro-
times the size of the average decline. (See Table 1.)  economic performance in the 1930s, are there other factors

What factors were responsible for these large differthat can? We go on to analyze two other factors that some
ences in the duration and scale of the Depression? Orezonomists consider important in understanding the De-
possibility is that theshocks—the unexpected changes in pression:financial intermediation shockand inflexible
technology, preferences, endowments, or government pakominal wagesOne type of financial intermediation shock
icies that lead output to deviate from its existing steadyis the bank failures that occurred during the early 1930s.
state growth path—were different in the 1930s. One viewSome researchers argue that these failures reduced output
is that the shocks responsible for the 192933 decline welgy disrupting financial intermediation. While bank failures
much larger and more persistent versions of the sampgerhaps deepened the decline, we argue that their impact
shocks that are important in shorter and milder declinesvould have been short-lived and, consequently, that bank
Another view is that the types of shocks responsible for thdailures were not responsible for the weak recovery. An-
1929-33 decline were fundamentally different from thoseother type of financial intermediation shock is the increases
considered to be the driving factors behind typical cyclicalin reserve requirements that occurred in late 1936 and early
declines. 1937. While this change may have led to a small decline

To evaluate these two distinct views, we analyze datin output in 1937, it cannot account for the weak recovery
from the 1930s using the neoclassical growth model. Ouprior to 1937 and cannot account for the significant drop
main finding differs from the standard view that the mostin activity in 1939 relative to 1929.
puzzling aspect of the Depression is the large decline be- The other alternative factor is inflexible nominal wages.
tween 1929 and 1933. We find that while it may be pos-The view of this factor holds that nominal wages were not
sible to account for the 1929-33 decline on the basis of thas flexible as prices and that the fall in the price level



raised real wages and reduced employment. We presecgnt drop representing trend growth that would have nor-
data showing that manufacturing real wages rose consisaally occurred over the 1929-39 perfod.
tently during the 1930s, but that nonmanufacturing wages The largest decline in economic activity occurred in
fell. The 10-year increase in manufacturing wages is difbusiness investment, which fell nearly 80 percent between
ficult to reconcile with nominal wage inflexibility, which 1929 and 1933. Consumer durables, which represent
typically assumes that inflexibility is due to either moneyhousehold, as opposed to business, investment, followed
illusion or explicit nominal contracts. The long duration of a similar pattern, declining more than 55 percent between
the Depression casts doubt on both of these determinart929 and 1933. Consumption of nondurables and services
of inflexible nominal wages. declined almost 29 percent between 1929 and 1933. For-
The weak recovery is a puzzle from the perspective okign trade (exports and imports) also fell considerably be-
neoclassical growth theory. Our inability to account for thetween 1929 and 1933. The impact of the decline between
recovery with these shocks suggests to us that an alternd929 and 1933 on government purchases was relatively
tive shock is important for understanding macroeconomienild, and government spending even rose above its trend
performance after 1933. We conclude our study by conlevel in 1930 and 1931.
jecturing that government policies toward monopoly and Table 2 also makes clear that the economy did not re-
the distribution of income are a good candidate for thiscover much from the 1929-33 decline. Although invest-
shock. The National Industrial Recovery Act (NIRA) of mentimproved relative to its 1933 trough level, investment
1933 allowed much of the economy to cartelize. This pol+emained 51 percent below its 1929 (detrended) level in
icy change would have depressed employment and outpd®39. Consumer durables remained 36 percent below their
in those sectors covered by the act and, consequently, ha®#829 level in 1939. Relative to trend, consumption of non-
led to a weak recovery. Whether the NIRA can quantita-durables and services increased very little during the re-
tively account for the weak recovery is an open questiorcovery. In 1933, consumption was about 28 percent below
for future research. its 1929 detrended level. By 1939, consumption remained

about 25 percent below this level.
The Data Through the Lens of the Theory ) These unique and large changes in economic activity
Neoclassical g“.)Wth theory has two cornerstones: the a%’uring the Depression also changed tloenpositionof
gregate production technology, which describes how Iabo&utput—the shares of output devoted to consumption, in-
and capital services are combined to create output, and th !

willingness and ability of households to substitute com—V%Stment’ govemment purchases, and exports and imports.

modities over time, which govern how households allocat These data are presented in Table 3. The share of output
o ' g e onsumed rose considerably during the early 1930s, while
their time between market and nonmarket activities an

how households allocate their income between consum he share of output invested, including consumer durables,
Reclined sharply, falling from 25 percent in 1929 to just 8

tion and savings. Viewed through the lens of this theory, o, -otin 1035 During the 1934—39 recovery, the share
the following variables are keys to understanding macro?

economic performance: the allocation of output betwee of output devo_ted to investment averaged about 15 percent,
consumption and invesfment the allocation of time (Iaborr&ompa_red 0 ts postwar averz_age_of 20 percent This low
input) between market and n’onmarket activities, and protate of nvestment ledtoa dec!lne n _tthltaI stqclethe_
ductivity? ’ gross stock of fixed reproducible private capital decllneq
' more than 6 percent between 1929 and 1939, representing
Output a decline of more than 25 percent relative to trend. Foreign
In Table 2, we compare levels of output during the De-trade comprised a small share of economic activity in the
pression to peak levels in 1929. To do this, we present datdnited States during the 1929—-39 period. Both exports and
on consumption and investment and the other componenigiports accounted for about 4 percent of output during the
of real gross national product (GNP) for the 1929-39 pedecade. The increase in government purchases, combined
riod.* Data are from the national income and product acwith the decrease in output, increased the government's
counts published by the Bureau of Economic Analysis ofshare of output from 13 percent to about 20 percent by
the U.S. Department of Commerce. All data are divided byl1939.
the working-age(16 years and older) population. Since  These data raise the possibility that the recovery was a
neoclassical growth theory indicates that these variablesreak one. To shed some light on this possibility, in Table
can be expected to grow, on average, at the trend rate &f we show the recovery from a typical postwar recession.
technology, they are alsdetrendedthat is, adjusted for The data in Table 4 are average detrended levels relative
trend growth?, With these adjustments, the data can be dito peak measured quarterly from the trough. A comparison
rectly compared to their peak values in 1929. of Tables 2 and 4 shows that the recovery from a typical
As we can see in Table 2, all the componentseal  postwar recession differs considerably from the 1934-39
output(GNP in base-year prices), except government purrecovery during the Depression. First, output rapidly re-
chases of goods and services, fell considerably during theovers to trend following a typical postwar recession. Sec-
1930s. The general pattern for the declining series is and, consumption grows smoothly following a typical
very large drop between 1929 and 1933 followed by onlypostwar recession. This contrasts sharply to the flat time
a moderate rise from the 1933 trough. Output fell morepath of consumption during the 1934—39 recovery. Third,
than 38 percent between 1929 and 1933. By 1939, outpimvestment recovers very rapidly following a typical post-
remained nearly 27 percent below its 1929 detrended lewwar recession. Despite falling much more than output dur-
el. This detrended decline of 27 percent consists of a rawg a recession, investment recovers to a level comparable
11 percent drop in per capita output and a further 16 perto the output recovery level within three quarters after the
trough. During the Depression, however, the recovery in



investment was much slower, remaining well below thein 1939. Thus, aggregate labor input data also suggest that

recovery in output. the economy was settling on a growth path lower than the
Tables 2 and 4 indicate that the 1934—-39 recovery wapath the economy was on in 1929.

much weaker than the recovery from a typical recession ductivit

One interpretation of the weak 1934-39 recovery is tha roauctivity

: . Table 6, we present two measures of productilayor
the economy was not returning to its pre-1929 steady-stal 2 L g
growth path, but was settling on a considerably | OWerproducuwty(output per hour) antbtal factor productivity.

steady-state growth path. Both measures are detrended and expressed relative to

The possibility that the economy was converging to a1929 measures. These two series show similar changes

lower steady-state growth path is consistent with the faciuring the 1930s. Labor productivity and total factor pro-

that consurr):ption fgll abOIE)t 25 percent below trend byduc'[IVIty both declined sharply in 1932 an_d 1933, falling .
1933 and remained near that level for the rest of the de@bom 12 percent and 14 percent, respectively, below their
cade. (See Chart 1.) Consumption is a good barometer 319 29 detrended levels. After 1933, however, both mea-

- . ; res rose quickly relative to trend and, in fact, returned to
a possible change in the economy’s steady state beca 39
household dynamic optimization implies that all future ex- fénd by 1936. When we compare 1939 data to 1929 data,

. : : we see that the 1930s were a decade of normal productivi-
Esﬁgggﬂsdgggﬁ)%ge should be factored into current Confy growth. Labor productivity grew more than 22 percent
' between 1929 and 1939, and total factor productivity grew

Labor Input more than 20 percent in the same period. This normal
Data on labor input are presented in Table 5. We usgrowth in productivity raises an important question about
Kendrick's (1961) data on labor input, capital input, pro-the lack of a recovery in hours worked, consumption, and
ductivity, and outpuf.We present five measures of labor investment. In the absence of a large negative shift in the
input, each divided by the working-age population. Welong-run path of productivity, why would the economy be
don't detrend these ratios because theory implies that theyn a lower steady-state growth path in 1939?
will be constant along the steady-state growth patire,
again, data are expressed relative to their 1929 values.

The three aggregate measures of labor input decline
sharply from 1929 to 1933otal employmentyhich con-

An International Comparison
any countries suffered economic declines during the
30s; however, there are two important distinctions be-

: : . i tivity in the United States and other
sists of private and government workers, declined about pjyveen economic ac o X
L untries during the 1930s. The decline in the United
percent between 1929 and 1933 and remained 18 perc
below its 1929 level in 1939Total hours,which reflect eé%ates was much more severe, and the recovery from the

changes in employment and changes in hours per workeqed'ne was weaker. To see this, we examine average real

declined more sharply than total employment, and th er capita output relative to its 1929 level for Belgium,
trough didn't occur until 1934. Total hours remained 21 fitain, France, Germany, ltaly, Japan, and Sweden. The

percent below their 1929 level in 193Brivate hours data are from Maddison 1991 and are normalized for each
which don't include the hours of government workers,,de-C(.)untry SO that per capita output is equal to 100 in 1929.
clined more sharply than total hours, reflecting the fact thalglnce there is some de_bate over the long-run growth rate
government employment did not fall during the 1930s in some of these countries, we have not detrended the data.

Private hours fell more than 25 percent between 1929 and,_-20i€ 7 shows the U.S. data and the mean of the nor-
1939, malized data for other countries. The total drop in output

. . . is relatively small in other countries: an 8.7 percent drop
These large declines in aggregate labor input refledt ; .
different changes across sectors of the econdfaym compared to a 33.3 percent drop in the United States. The

hoursandmanufacturing hourare shown in the last two ggimﬁggrgjﬁgaog'ig;‘;ﬁ?\’gg%q?ggg::#épx;g] g;)(())s\,/te
columns of Table 5. In addition to being divided by the Y

working-age population, the farm hours measure is adjus hose levels by 1938, Employment also generally recov-

ed for an annual secular decline in farm employment oFreVO\I/ﬁ.)I its 1929 lf{e.VEI ]E)y 19{38 tries’ i d
about 1.8 percent per year. In contrast to the other meay, re SCCOUS ;ﬂg or o efr tﬁﬁ)un rlel\s economic de_
sures of labor input, farm hours remained near trend durin%\'/nes IS beyond the SCope of this analysis, we can draw
much of the decade. Farm hours were virtually unchangell/© conclusions from this comparison. First, the larger de-
between 1929 and 1933, a period in which hours worke line in the United States is consistent with the view that

; . e shocks that caused the decline in the United States
in other sectors fell sharply. Farm hours did fall about 106Iere larger than the shocks that caused the decline in the

percentin 1934 and were about 7 percent below their 192 h : d.1h K in th ited
level by 1939. A very different picture emerges for manu-%tt (ter countries. tSetcor)th, tL e wea thre::t?]ver);]m IE ethUrtn_te

. ; ates is consistent with the view that the shocks that im-
facturing hours, which plummeted more than 40 percen ded the U.S. recovery did not affect most other coun-

between 1929 and 1933 and remained 22 percent belo
their detrended 1929 level at the end of the decade. ries. Instead, the post-1933 shock seems to be largely spe-
(éIfIC to the United States.

These data indicate important differences between th The data we've examined so far suagest that inouts and
farm and manufacturing sectors during the Depression. 99 P

Why didn't farm hours decline more during the Depres-S Ut in the United States fell considerably during the
sion? Why did manufacturing hours decline so much? 1930s and did not recover much relative to the increase in

Finally, note that the changes in nonfarm labor input ard ragﬁﬁ']\gz' S'\g(\)lﬁg\':r:f:ﬁed?;?;\?eow\fc:;g? iﬂetﬂ(lenax\il?ez
similar to changes in consumption during the 1930s. | ry

: . tates than in other countries. To account for the decade-
particular, after falling sharply between 1929 and 1933 . .
measures of labor input remained well below 1929 Ieveléong Depression in the United States, we conclude that we



should focus on domestic, rather than international, factordAnd we use the following specification of the stochastic
We turn to this task in the next section. process for the technology shock:

Can Real Shocks Account for the Depression? _ _
Neoclassical theory and the data have implications for thgl) 2= (1) + P2y * &, & ~NOO?).
plausibility of different sources of real shocks in account-

ing for the Depression. Since the decline in output was siﬁth values for the parameters of the model, we can use

large and persistent, we will look for large and persisten h en;r&%m;t}hgﬂiit: gg&gﬁs\?easpe%of |cr)n g;ets(():lgg?n 0
negative shocks. We analyze three classes of real shoc . RO
considered important in typical business cycle quctuationst'him fo the observation that capital income is about one

. i rd of output. We set = 1.7 percent and = 0.9 to con-
technology shocks, fiscal policy shocks, and trade ShOCk?Orm to the observed standard deviation and serial correla-

Technology Shocks? Perhaps Initially tion of total factor productivity. We choose the value for
First we considetechnology shocksgefined as any exog- the parametef so that households spend about one-third
enous factor that changes the efficiency with which busiof their discretionary time working in the deterministic
ness enterprises transform inputs into output. Under thisteady state. Labor-augmenting technological chaxgye (
broad definition of technology shocks, changes in producgrows at a rate of 1.9 percent per year. The populatjpn (
tivity reflect not only true changes in technology, but alsogrows at a rate of 1 percent per year. We set the deprecia-
such other factors as changes in work rules and practicdi®n rate at 10 percent per year.
or government regulations that affect the efficiency of pro- We conduct the analysis by assuming that the capital
duction but are exogenous from the perspective of businessock in 1929 is equal to its steady-state value, and then we
enterprises. How do technology shocks affect economic adeed in the sequence of observed levels of total factor pro-
tivity? The key element that leads to a decline in economiductivity as measures of the technology shock. Given the
activity in models with technology shocks is a negativeinitial condition and the time path of technology, the model
shock that reduces the marginal products of capital and lgredicts labor input, output, consumption, and investment
bor. Shocks that reduce the efficiency of transforming infor each year during the 1930s. We summarize the results
puts into output lead households to substitute out of markeatf the analysis in Chart 2, where we plot the detrended
activities into nonmarket activities and result in lower out- predicted level of output from the model between 1929
put. Recent research has identified these shocks as imp@nd 1939. For comparison, we also plot the actual detrend-
tant factors in postwar business cycle fluctuations. Prescotid level of output. Note that the model predicts a signifi-
(1986), for example, shows that a standard one-sector necant decline in output between 1929 and 1933, although
classical model with a plausibly parameterized stochastithe decline is not as large as the observed decline in the
process for technology shocks can account for 70 percedata: a 15 percent predicted decline compared to a 38 per-
of postwar business cycle fluctuations. Can technologgent actual decline. Further, note that as a consequence of
shocks account for the Depression? rapid growth in total factor productivity after 1934, the

If these shocks were responsible, we should see a largsodel predicts a rapid recovery: output should have re-
and persistent drop iechnology—the efficiency of trans-  turned to trend by 1936. In contrast, actual output remained
forming inputs into output—during the 1930s. To see ifabout 25 percent below trend during the recovery.
such a drop occurred, we first need a measure of technol- One factor that may be contributing to the rapid recov-
ogy for this period. Under the neoclassical assumptions ofry in the model is the fact that the capital stock in the
constant returns to scale in production and perfectly commodel falls less than in the data. Consequently, output pre-
petitive markets, theory implies that changes in total factodicted by the model may be relatively high because the
productivity are measures of changes in technology. Theapital stock is high. To correct for this difference, we con-
data do show a drop in total factor productivity—a 14 per-duct another analysis in which we also feed in the se-
cent (detrended) drop between 1929 and 1933 followed bguence of total factor productivity measures between 1934
a rapid recovery. What is the quantitative importance ofand 1939, but we use the actual capital stock in 1934 (20
these changes in accounting for the Depression? percent below trend) as the initial condition for 1934. Chart

To address this question, we present the prediction foB shows that this change reduces output predicted by the
output for 1930-39 from a real business cycle model. (Semodel by about 3 percent at the beginning of the recovery.
Hansen 1985, Prescott 1986, or King, Plosser, and RebeBut because the initial capital stock in this analysis is low-
1988 for a discussion of this model.) Our model consists oér, the marginal product of capital is higher, and the pre-
equations (A1)—(A5) and (A9) in the Appendix, along dicted rate of output growth in the recovery is faster than

with the following preference specification: in the first analysis. This recovery brings output back to its
trend level by 1937. The predicted output level is about 27
1)  uc,l)=logc) + Alogd,). percent above the actual data level in 1838hus, the

predicted recovery is stronger than the actual recovery be-
We use the following Cobb-Douglas production functioncause predicted labor input is much higher than actual la-

specification: bor input.
Based on measured total factor productivity during the
2  zfk.n)=zkKxn)® Depression, our analysis suggests a mixed assessment of

the technology shock view. On the negative side, the actual
The household has one unit of time available each perioglow recovery after 1933 is at variance with the rapid re-

covery predicted by the theory. Thus, it appears that some
(3) 1=l +n,. shock other than to the efficiency of production is impor-



tant for understanding the weak recovery between 1934 If government purchase shocks were a key factor in the
and 1939. On the positive side, however, the theory predecline in employment and output in the 1930s, govern-
dicts that the measured drop in total factor productivity carment purchases should have declined considerably during
account for about 40 percent of the decline in output bethe period. This did not occur. Government purchases de-
tween 1929 and 1933. clined modestly between 1929 and 1933 and then rose
Note, however, one caveat in using total factor pro-sharply during the rest of the decade, rising about 12 per-
ductivity as a measure of technology shocks during peeent above trend by 1939. These data are inconsistent with
riods of sharp changes in output, such as the 1929-3Be view that government purchase shocks were responsi-
decline: An imperfect measurement of capital input carble for the downturd?®
affect measured aggregate total factor productivity. Be- Although changes in government purchases are not
cause total factor productivitghangeis defined as the important in accounting for the Depression, the way they
percentage change in output minus the percentage changere financed may be. Government purchases are largely
in inputs, overstating the inputs will understate productivi-financed byistorting taxes—taxes that affect the marginal
ty, while understating the inputs will overstate productivi- conditions of households or firms. Most government rev-
ty. During the 1929-33 decline, some capital was left idleenue is raised by taxing factor incomes. Changes in factor
The standard measure of capital input is the capital stoclincome taxes change the net rental price of the factor. In-
Because this standard measure includes idle capital, it reases in labor and capital income taxes reduce the returns
possible that capital input was overstated during the deto these factors and, thus, can lead households to substitute
cline and, consequently, that productivity growth was un-out of taxed activities by working and saving less.
derstated® Although there are no widely accepted mea-  If changes in factor income taxes were a key factor in
sures of capital input adjusted for changes in utilizationthe 1930s economy, these rates should have increased con-
this caveat raises the possibility that the decline in aggresiderably in the 1930s. Tax rates on both labor and capital
gate total factor productivity in the early 1930s partially changed very little during the 1929-33 decline, but rose
reflects mismeasurement of capital infutvithout better — during the rest of the decade. Joines (1981) calculates that
data on capital input or an explicit theoretical frameworkbetween 1929 and 1939, the average marginal tax rate on
we can use to adjust observed measured total factor préabor income increased from 3.5 percent to 8.3 percent and
ductivity fluctuations for capital utilization, we can't easily the average marginal tax rate on capital income increased
measure how large technology shocks were in the earlfrom 29.5 percent to 42.5 percent. How much should these
1930s and, consequently, how much of a drop in outpuincreases have depressed economic activity? To answer
technology shocks can account for. this question, we consider a deterministic version of the
It is important to note here that these results give us amodel we used earlier to analyze the importance of tech-
important gauge not only for the technology shock view,nology shocks. We augment this model to allow for dis-
but also for any other shock which ceased to be operativiortionary taxes on labor and capital income. The values of
after 1933. The predicted rapid recovery in the second exhe other parameters are the same. We then compare the
periment implies that any shock which ceased to be opdeterministic steady state of the model with 1939 tax rates
erative after 1933 can't easily account for the weak reto the deterministic steady state of the model with 1929 tax
covery. rates. With these differences in tax rates, we find that
Fiscal Policy Shocks? A Little steady-state labor input falls by 4 percent. This suggests

Nextwe considefiscal policy shocks-changes in govern- that fiscal policy shocks account for only about 20 percent

ment purchases or tax rates. Christiano and Eichenbau%]c the weak 1934-39 recovery.

(1992) argue that government purchase shocks are imparade Shocks? No
tant in understanding postwar business cycle fluctuationg;inally, we considetrade shockslin the late 1920s and
and Braun (1994) and McGrattan (1994) argue that shocksarly 1930stariffs—domestic taxes on foreign goods—
to distorting taxes have had significant effects on postwarose in the United States and in other countries. Tariffs
cyclical activity. raise the domestic price of foreign goods and, consequent-
To understand how government purchases affect ecdy, benefit domestic producers of goods that are substitutes
nomic activity, consider an unexpected decrease in governwith the taxed foreign goods. Theory predicts that in-
ment purchases. This decrease will tend to increase privatzeases in tariffs lead to a decline in world trade. Interna-
consumption and, consequently, lower the marginal rate dfonal trade did, indeed, fall considerably during the 1930s:
substitution between consumption and leisure. Theory prehe League of Nations (1933) reports that world trade fell
dicts that this will lead households to work less and takeabout 65 percent between 1929 and 1932. Were these tariff
more leisure. Conversely, consider an increase in goveriincreases responsible for the 1929-33 decline?
ment purchases. This increase will tend to decrease private To address this question, we first study how a contrac-
consumption and reduce the marginal rate of substitutiotion of international trade can lead to a decline in output.
between consumption and leisure. In this case, theory prén the United States, trade is a small fraction of output and
dicts that this will lead households to work more and takes roughly balanced between exports and imports. Lucas
less leisure. (1994) argues that a country with a small trade share will
Historically, changes in government purchases have haabt be affected much by changes in trade. Based on the
large effects on economic activity. Ohanian (1997) showsmall share of trade at the time, Lucas (1994, p. 13) argues
that the increase in government purchases during Worlthat the quantitative effects of the world trade contraction
War Il can account for much of the 60 percent increase irduring the 1930s are likely to have been “trivi&.”
output during the 1940s. Can changes in government pur- Can trade have an important effect even if the trade
chases also account for the decrease in output in the 1930si?are is small? Crucini and Kahn (1996) argue that a sig-



nificant fraction of imports during the 1930s were inter- 1930s was an important cause of the 1929-33 decline
mediate inputs. If imported intermediate inputs are imper{contraction):

fect substitutes with domestic intermediate inputs, produc-
tion can fall as a result of a reduction in imported inputs. tance of monetary fores. . . .Prevention or moderation of

Quantitatively, the magnitude of the fall is determined by the decline in the stock of money, let alone the substitution of

the elasticity of substitution between the inputs. If the  monetary expansion, would have reduced the contraction’s
goods are poor substitutes, then a reduction in trade can severity and almost as certainly its duration.

have sizable effects. Little information is available regard- ,
ing the substitution elasticity between these goods durin%ay be for the Decline . . . .

the Depression. The preferred estimates of this elasticity/€ Pegin our discussion of the monetary shock view of
in the postwar United States are between one and twd€ decline by presenting data on some nominal and real
(See Stem, Francis, and Schumacher 1976.) Crucini arfffiaoles. We present the data Friedman and Schwartz
Kahn (1996) assume an elasticity of two-thirds and report-263) focus on: money, prices, and output. We aiso pre-

; t data on interest rates.
that output would have dropped about 2 percent during®" .
the early 1930s as a result of higher tariffs. In Table 8, we present thminal data:the monetary

This small decline implies that extremely low substitu- It;a(sje, V}’gCh is th?\ATonﬁtirY aggregate Icontfr}ollekd ttm)ly (tjhe
tion elasticities are required if the trade disruption is to’ CCETal RESENVE; Vi1, WhICh IS curréncy pius checkable de-

account for more than a small fraction of the decline inpotS|t§;trt]he ?NP dtiﬂator, or tﬁr'ﬁeslefl; and t‘k’)"ﬁ mte(;et?]t
output. How plausible are very low elasticities? The fact'&!€S: (€ rate on three-month U.>. iréasury bills and the
rate on commercial paper. The money supply data are ex-

that tariffs were widely used points to high, rather than di ot by dividing by th K
low, elasticities between inputs. To see this, note that witfP'€SSed In per capita terms by dividing by the working-age

high elasticities, domestic and foreign goods are very goog—lopulatmn. The money data are also expressed relative to

substitutes, and, consequently, tariffs should benefit dome1€ir 1929 values. The interest rates are the annual average
tic producers who compete with foreign producers. WithPercentage rates. These nominal data do, indeed, show the

very low elasticities, however, domestic goods and foreigrid'd€ decline in M1 in the early 1930s that led Friedman

goods are poor substitutes. In this case, tariffs provide litfi@nd Schwartz (1963) to conclude that the drop in the mon-

benefit to domestic producers and, in fact, can even huffY SUPPly was an important cause of the 1929-33 de-

17
domestic producers if there are sufficient complementari® |r:e.T ble 9 ¢ theal data: the real
ties between inputs. This suggests that tariffs would not be nl a ﬁ. Hwetr?ret?/\?n a Iaa._ edr_e% mdogeyih
used much if substitution elasticities were very low. Supply, which IS the two nominal Series divided by the

But even if substitution elasticities were low, it is un- GNP deflator; real output; and the ex post real rate of in-

likely that this factor was responsible for the Depressiont€rest, which is the commercial paper rate minus the re-

because the rise in the prices of tariffed goods would yiélized inflation rate. Note that the real money stock fell

: : : ; iderably less than the nominal stock during the early
timately have led domestic producers to begin producing®"s!
the imported inputs. Once these inputs became availabt2>0S and then rose between 1933 and 1939. In fact, the

domestically, the decline in output created by the tariffvariation in the real money stock during the decline is quite

would have been reversed. It is hard to see how the dis@milar to the variation in real output.

: L To understand the empirical relationship between mon-
ruption of trade could have affected output significantly for :
more than the presumably short period it would have takeffy @1d output reported by Friedman and Schwartz (1963),
domestic producers to change their production. economists have developed theoretical models of monetary

Our analysis thus far suggests that none of the redfUSiness cycles. In these models, moneyoisneutra-—

shocks usually considered importantin understanding buskN2nges in the money supply lead to changes in allocations
nd relative prices. For money to have important nonneu-

ness cycle fluctuations can account for macroeconomig lities. th b hanism that "
performance during the 1930s. Lacking an understandinf2!'€S, (N€ré mustbe some mechanism that prevents nom-
of the Depression based on real shocks, we next examila@! Prices from adjusting fully to a change in the money

the effects of monetary shocks from the neoclassical pectPP!Y: The challenge of monetary business cycle theory
is to generate important nonneutralities not by assumption,

The contraction is in fact a tragic testimonial to the impor-

spective. oo T

but as an equilibrium outcome.
Can Monetary Shocks Account The first monetary business cycle model along these
for the Depression? lines was developed by Lucas and Rapping (1969). This

Monetary shocks-unexpected changes in the stock of model was later extended into a fully articulated general
money—are considered an alternative to real shocks fagquilibrium model by Lucas (1972). Two elements in the
understanding business cycles, and many economists thikicas-Rapping model generate cyclical fluctuations: inter-
monetary shocks were a key factor in the 1929-33 declingemporal substitution of leisure and unexpected changes in
Much of the attraction to monetary shocks as a source ofages. The basic idea in the Lucas-Rapping model is that
business cycles comes from the influential narrative moneagents’ decisions are based on the realization of the real
tary history of the United States by Friedman and Schwartwage relative to its normal, or expected, level. Suppose
(1963). They present evidence that declines in the monejat the wage turns out to be temporarily high today rel-
supply tend to precede declines in output over nearly ative to its expected level. Since the wage is high, the op-
century in the United States. They also show that the morportunity cost of not working-eisure—is also high. If
ey supply fell sharply during the 1929-33 decline. Fried-preferences are such that leisure today is substitutable with
man and Schwartz (1963, pp. 300-301) conclude fronfeisure in the future, households will respond by intertem-
these data that the decline in the money supply during thporally substituting leisure today for future leisure and,
thus, will work more today to take advantage of the tem-



porarily high wage. Similarly, if the wage today is tempo- dollar value of deposits and liabilities of failing banks as
rarily low relative to the normal wage, households will explanatory variables significantly increases the fraction of
tend to take more leisure today and less leisure in the fusutput variation the model can account for.
ture when wages return to normal. What economic mechanism might have led bank fail-
How does the money supply in the 1929-33 declineures to deepen the 1929-33 decline? One view is that these
figure into this model? Lucas and Rapping (1969) modefailures represented a decline in information capital asso-
households’ expectation of the real wage as a weighted agiated with specific relationships between borrowers and
erage of the real wage’s past values. Based on this coimtermediaries. Consequently, when a bank failed, this re-
struction of the weighted average, the rapid decline in théationship-specific capital was lost, and the efficiency of in-
money supply resulted in the real wage falling below itstermediation declined.
expected level, beginning in 1930. According to the model, It is difficult to assess the quantitative importance of
the decline in the real wage relative to the expected wagbank failures as a factor in deepening the 1929-33 decline
led households to work less, which reduced output. because the output of the banking sector, like broader mea-
sures of economic activity, is an endogenous, not an ex-

Quaizi eﬁ%@r Il:flizfseca?w\(/jegapping (1969) find that the@9enous, variable. Although bank failures may have exac-

decline in the real wage relative to the expected wage w grbated the decline, as suggested by Bemanke's (1983)

) X ; . a(gmpirical work, some of the decline in the inputs and out-
important in the 1929-33 decline. The Lucas—Rapplngput of the banking sector may also have been an endoge-

model predicts a large decline in labor input through L . :
: . ous response to the overall decline in economic actiity.
1933. The problem for the Lucas-Rapping model is wha oreover, bank failures were common in the United States

happened after 1983. The real wage reumed fo its e)Huring the 1920s, and most of those bank failures did not

pected IeveI_ in 1934, and for the “.BSt of the decade, thgeem to have important aggregate consequences. Wicker
wage was either equal to or above its expected level. AC(1980) and White (1984) argue that at least some of the

cording to the model, this should have resulted in a rez_; . 7 .
covery that quickly returned output to its 1929 (detrendediﬁiugszgg”ng the early 1930s were similarto those during

level. This did not happen. (See Lucas and Rapping

- ; However, we can assess the potential contribution of
1972.) The Lucas-Rapping (1969) model can't account fofntermediation shocks to the 1929-33 decline with the fol-
the weak recovery.

lowing growth accounting exercise. We can easily show

Another model that connects changes in money t : ..
- e ) . hat under the assumption of perfect competition, at least
changes in output is Fisher’s (1933) debt-deflation mode?. : ¥
In this model, deflation shifts wealth from debtors to cred- ocally, the percentage change in aggregate outpugn

itors by increasing the real value of nominal liabilities. In be written as a linear function of the percentage change in

addition to making this wealth transfer, the increase in théhh%rs : Ct?(;rO: ;gﬁtzggtg?raeﬁ%m Os\sgtor— 1, ..nand the
real value of liabilities reduces net worth and, according to i '
Fisher, leads to lower lending and a higher rate of busines(%) & Zn N
failures. Qualitatively, Fisher’'s view matches up with the = 2 ¥

1929-32 period, in which both nominal prices and OUIPUL o share of the entire finance, insurance, and real estate

were falling. The quantitative importance of the debt-defla: - o ' o tor went from 13 percent in 1929 to 11 percent
tion mechanism for this period, however, is an open ques:

tion. Of course, Fisher's model would tend to predict 2N 1933. This suggests that the appropriate cost share was
N J . L . .~ ~12 percent. The real output of the FIRE sector dropped 39
rapid recovery in economic activity once nominal prices

stopped falling in 1933. Thus, Fisher’s model can't accoun ercent between 1929 and 1933. I_f we interpret this fall as
for the weak recovery .eithé‘?’ xogenous, we see that the drop in the entire FIRE sector

reduces output by 4.7 percent. Thus, in the absence of
Alternative Factors large aggregate externalities that would amplify this effect,
Factors other than those considered important in postwahe contribution of the FIRE sector was snall.

business cycles have been cited as important contributors To better understand the importance of bank failures,
to the 1929-33 decline. Do any provide a satisfactory acespecially for the recovery, we next examine data on fi-
counting for the Depression from the perspective of neonancial intermediation during the Depression to determine
classical theory? We examine two widely cited factors:how the capacity of the banking sector changed as a result
financial intermediation shocks and inflexible nominalof exiting institutions; how the quantity of one productive
wages. input into the banking sector, deposits, changed; and how
, ) I the portfolios of banks changed.

Were Financial Intermediation Shocks Important? In Table 10, we present data on deposits in operating
[ Bank Failures? Maybe, But Only Briefly banks, deposits in suspended banks, the stock of total com-
Several economists have argued that the large number afercial loans, and federal government securities held by
bank failures that occurred in the early 1930s disrupted fibanks. All data are measured relative to nominal output.
nancial intermediation and that this disruption was a keyro measure the flow change in loans, we also present the
factor in the decline. Bernanke’s (1983) work provides empercentage change in the ratio of loans to output. We note
pirical support for this argument. He constructs a statisticalour interesting features of these data.

model, based on Lucas and Rapping’s (1969) model, in
which unexpected changes in the money stock lead t
changes in output. Bernanke estimates the parameters of
his model using least squares, and he shows that adding the

The decline in deposits during the 1929-33 decline
was small relative to the decline in output. The ratio
of deposits of operating banks to output rose from
0.57in 1929 to 0.77 in 1932.



« Deposits of suspended institutions were less than foeconomic performance during 1937 and 1938 to these
percent of deposits of operating banks in every year oPolicy changes. _ _
the decline except 1933, when the president declared These economists argue that these policy changes in-
a national bank holiday. Moreover, failures disap-creased bank reserves, which reduced lending and, con-
peared after 1933, reflecting the introduction of fed-Seguently, reduced output. If this were true, we would ex-
eral deposit insurance. pect to see output fall shortly after these changes. This did

not happen. Between August 1936, when the first increase

) . took place, and August 1937, industrial production rose
T9L2T ggtpe Clg\,sj but drapped sharply during theabout 12 percent. It is worth noting that industrial produc-

i . - tion did fall considerably between late 1937 and 1938, but

«  The fraction of federal government securities held bythe downturn did not begin until October 1937, which is
banks as a fraction of output increased steadily during 4 months after the first and largest increase in reserve re-
the Depression, rising from 0.05 in 1929 to 0.20 by quirements. (Industrial production data are from the Octo-
1935. ber 1943Federal Reserve Index of Industrial Production

The data in the first two rows of Table 10 suggest tha®f the Board of Governors of the Federal Reserve System.)
funds available for loans were relatively high during the ~Another potential shortcoming of the reserve require-
Depression and that the overall capacity of the bankindgnent view is that interest rates did not rise after these pol-
sector, measured in terms of deposits lost in exiting instilCy changes. Commercial loan rates fell from 2.74 percent
tutions, did not change much. Why, then, did banks not" January 1936 to 2.65 percent in August 1936. These
make more loans during the Depression? Was it becaugates then fell to 2.57 percent in March 1937 and rose
a loss of information capital associated with exiting banksslightly to 2.64 percent in May 1937, the date of the last
caused a reduction in the efficiency of intermediation? Unincrease in reserve requirements. Lending rates then ranged
fortunately, we can't measure this information capital di-between 2.48 percent and 2.60 percent over the rest of
rectly. We can, however, assess this possibility with a veryt 937 and_th_rough 1938. Interest rates on other securities
simple model of intermediation, in which loans made atshowed similar patterns: rates on Aaa-, Aa-, and A-rated
banki, I;, and intermediated government debt held by bani€orporate debt were roughly unchanged between 1936 and
i, b, are produced from a constant returns to scale technol-938: (Interest rate data are froBanking and Monetary
ogy using depositsjﬁ, and exogenous information CapitaL Statistics, 1914-194af the Board of Goyernors Of the
x, such that, + b = f(ct % ). The total stock of information  Federal Reserve System.) These data raise questions about

capital is the sum of information capital across all banksthe view that higher reserve requirements had important
and the information capital of any bank that exits is de-macroeconomic effects in the late 1930s and instead sug-
stroyed. With competition, the ratio of productive inputs, 9est that some other factor was responsible for the weak
d./x, will be identical across banks. This implies that the 1934—39 recovery.
fraction of information capital in banking lost due t0 eX- \yzre Inflexible Nominal Wages Important?
iting banks is equal to the fraction of deposits lost in €X-1/5:+ to Know
iting banks. Theory thus suggests that, except during 193¢ gther alternative factor cited as contributing to the
the loss of information capital as a direct result of exiting Depression is inflexible nominal wages. This view dates
banks was low during the Depressfon. _ back to Keynes 1935 and more recently to Bernanke and
_There are other channels, however, through which ban¢5rey 1996 and Bordo, Erceg, and Evans 1996. The basic
failures could have had important aggregate affects. FQfeq hehind this view is that nominal wages are inflexi-
example, failures caused by bank runs may have led sofje_4 decline in the money supply lowers the price level
vent banks to fear runs and, therefore, shift their portfoliog, ;+ goes not lower the nominal wage. This inflexibility
from illiquid loans to liquid government bonds. However, g gqests that a decline in the price level raises the real
this shift doesn't explain the low level of loans relative to wage and, consequently, reduces labor input. Were in-
output that persisted during the 1934—39 recovery. Morefjeyihle nominal wages a key factor in the Depression?
over, during the recovery, federal deposlt insurance elim- 14 address this question, in Table 11, we present data
mate;j bank runs. Why would banks still fear runs years,n real wages in manufacturing, nonmanufacturing, and
Iater._ . , ) the total economy. The data for the manufacturing sector,
This analysis raises some questions about the view thaty 1, Hanes 1996, are divided by the GNP deflator, ad-
bank runs had very large effects during the 1929-33 dejsteqd for long-run real wage growth of 1.9 percent per
cline. It also shows that there is little evidence to SUPPOLeay, and measured relative to 1929. The wage rate for the
the view that the intermediation shock associated Withyta| economy is constructed as real total compensation of
these bank runs had persistent effects which slowed themiovees divided by total hours worked. The total econ-
recovery after 1933. We next turn to the othe_r mtermedl—omy rate is also adjusted for long-run real wage growth
ation shock that some researchers argue is important f@f, 4 measured relative to 1929.
understanding the weak recovery. We use the data for the manufacturing wage, the con-
O Reserve Requirements? Not Much structed total economy wage, and the employment shares

In August 1936, the Federal Reserve increased the rdéor manufacturing and nonmanufacturing to construct the
quired fraction of net deposits that member banks mustvage rate for the nonmanufacturing sector. The percentage
hold as reserves from 10 percent to 15 percent. This frachange in the total wage @4/*") between datesandt -

tion rose to 17.5 percent in March 1937 and then rose td is equal to the sum of the percentage change in the
20 percent in May 1937. Many economists, for examplemanufacturing wage (8w™°) weighted by its share of
Friedman and Schwartz, attribute some of the weak ma@&mploymentghn) at datet — 1 and the percentage change

« Loans as a fraction of output did not begin to drop



in the nonmanufacturing sector weighted by its share ofural employment and output fell very little, while manu-
employment at date- 1. Thus, the percentage change infacturing output and employment fell substantially. Sec-

the nonmanufacturing wage (&"°"™9) is given by ond, our view that the economy was settling on a new,
much lower growth path during the 1930s indicates that
(6)  YeAW"™MO= the shocks responsible for the decline were perceived by

[%6AW™ — shm ,(%AW™3)]/(1 - shm,)  households and businesses to be permanent, rather than
temporary. Third, some of the puzzles may be related—the

The economywide real wage was roughly unchangedfct that investment remained so low may reflect the fact
during 1930 and 1931, and fell 9 percent by 1933. This agthat the capital stock was adjusting to a new, lower steady-
gregate measure, however, masks striking differences bgtate growth path.
tween the manufacturing and nonmanufacturing sectors. T0 account for the weak recovery, these clues suggest
The nonmanufacturing wage fell almost 15 percent bethat we look for shocks with specific characteristics, for
tween 1929 and 1933 and remained almost 10 percent bexample, a large shock which hits just some sectors of the
low trend in 1939. This decline was not unusual: postwa€conomy, in particular, manufacturing, and which causes
data indicate that real wages are moderately procyclicavages to rise and employment and investment to fall in
which suggests that the large drop in output during théhose sectors. We conjecture that government policies to-
1929-33 decline would likely have been accompanied byvard monopoly and the distribution of income are a good
a considerable drop in the real w&ge. candidate for this type of shock.

In contrast, real wages in manufacturing rose above Government policies toward monopoly changed con-
trend during the 1929-33 decline and continued to risgiderably in the 1930s. In particular, the NIRA of 1933
during the rest of the decade. By 1939, manufacturingillowed much of the U.S. economy to cartelize. For over
wages Wwere 16 percent above trend. These data raise que80 sectors, including manufacturing, antitrust law was
tions about the manufacturing sector during the Depressuspended and incumbent business leaders, in conjunction
sion. Why did real wages in manufacturing rise so muchwith government and labor representatives in each sector,
during a decade of poor economic performance? Why wadrew up codes of fair competition. Many of these codes
the increase only in manufacturing? It seems unlikely thaprovided for minimum prices, output quotas, and open
the standard reasons for nominal wage inflexibility—mon-price systems in which all firms had to report current prices
ey illusion and explicit nominal contracts—were respon-to the code authority and any price cut had to be filed in
sible for the decade-long increase in the manufacturing re@dvance with the authority, who then notified other pro-
wage?* ducers. Firms that attempted to cut prices were pressured

We conclude that neither alternative factor, intermediaby other industry members and publicly berated by the
tion shocks or inflexible nominal wages, sheds much lighhead of the NIRA as “cut-throat chiselers.” In return for

on the weak 1934—39 recovéty. government-sanctioned collusion, firms gave incumbent
) ) workers large pay increases.
A Possible Solution How might this policy change have affected the econo-

Neoclassical theory indicates that the Depress!on—partiqhy? By permitting monopoly and raising wages, the NIRA
ularly the recovery between 1934 and 1939—is a puzzl&yoy|d be expected to have depressed employment, output,
The conventional shocks considered important in postwaing jnvestment in the sectors the act covered, including
business cycles do not account for the decade-long drop ianufacturing. In contrast, economic activity in the sectors
employment and output. The conventional shocks are 1Rt covered by the act, such as agriculture, would probably
small. Moreover, the effects of monetary shocks are toqot have declined as much. Qualitatively, this intuition
transient. Nor does expanding our analysis to consider a%‘uggests that this government policy shock has the right
ternative factors account for the Depression. The effects Qi aracteristics. The key issue, however, is the quantitative
alternative factors either are too transient or lack a SUﬁ"lmpact of the NIRA on the macroeconomy: How much did
cient theoretical framework. _ it change employment, investment, consumption, output,
Where do we go from here? To make progress in Unang wages? How did the impact differ across sectors of the

derstanding the Depression, we identify the observationgconomy? Addressing these questions is the focus of our
that are puzzling from the neoclassical perspective angd,;irent research.
then determine which direction these puzzles point us in.
Our analysis identifies three puzzles in particular: Why did
labor input, consumption, and investment remain so low
d,urmg a perIOd Of rapld pl’OdUCtIVIty groy\fth? Why dld ag_ *The authors acknowledge the tremendous contribution Edward Prescott made to
ricultural employment and output remain near trend |eV€|$1is_project in the many hours he spent talking with them about the Depression and in
curing the early 19305, whil nonagrictural employmentis I 7 o PO L St e
and output plummeted? Why did the manufacturing reakoinick, and Jim Schmitz for comments. The authors also thank Jesds Fernandez-
wage increase so much during the 1930s? With Compeﬂﬂllav_erde for research assistance and Jenni Schoppers for editorial assistance; both
tive markets, theory suggests that the real wage shouf@™-uee el bevond the call of duty

! . tOhanian is also an associate professor of economics at the University of Min-
have decreased, rather than increased. nesota.

These puzzles suggest that some other shocks were pre- IFor other studies of the Depression and many additional references, see Brunner
venting a normal recovery. We uncover three clues thalocy’ sZtir ioes, ordo, Boeg, and Evans 1996, and Grucm and Kam 1996, |
may aid in future hunts for the shocks that account for the 2The National Bureau of Economic Research (NBER) defirgglical decline,
weak 1934-39 recovery. First, it seems that we can ru|errece"ssiionas alperiod of decli[r:e in outpuhtacross many sectors rc])lft?e economy which

f - typically lasts at least six months. Since the NBER uses a monthly frequency, we con-
out shocks that hit all sectors of the economy proportlon;,e,t to a quarterly frequency for our comparison by considering a peak (trough) quarter

ately. During the 1929-33 decline, for example, agricul-to be the quarter with the highest (lowest) level of output within one quarter of the



?hljaa{itgetm;izrs“z?z BTQUT&”:&S::‘S ElsBlervriJgSsk (tergtligh). We definedteeryas 2070 see how we derive the linear expressiontfonote that ifY = F(y;, ..., y;,),
P p peak. then

3Note that in the closed economy framework of the neoclassical growth model,

savings equals investment. dy= Z” F.dy;.
i=1

“We end our analysis in 1939 to avoid the effects of World War 1. ' ) B ) o

SWe make the trend adjustment by dividing each variable by its long-run trengNote also that if goods are produced competitively, then the price of each ffagtor
growth rate relative to the reference date. For example, we divide GNP in 1930 bydiven by its marginal produd;. Hencey; = F,y/¥,and the result follows. .
1.019. This number is 1 plus the average growth rate of 1.9 percent over the 19479 Note that the fact that the cost shares didn’t change very much is inconsistent with

period and over the 191929 period. For 1931, we divide the variable by?1&0ibso the notion that there was extremely low elasticity of substitution for this input and that
forth. ' ' the fall in this input was an important cause of the fall in output. For example, a Leontief

roduction function in whiclir(yj, ...,y,,) = minyy; implies that the cost share of input
» would go to one if that input was the input in short supply.

21Cooper and Corbae (1997) develop an explicit model of a financial collapse with
a high output equilibrium associated with high levels of intermediation services and a

670 obtain this measure, we divide per capita output in 1939 by per capita outpu
in 1929 (0.89) and divide the result by 1.619

"This point is first stressed in Hall 1978.

8Kendrick's (1961) data for output are very similar to those in the NIPA. low output equilibrium associated with low levels of intermediation services and a sharp
®Hours will be constant along the steady-state growth path if preferences and tectieduction in the size of the banking sector. Their model also implies that the ratio of total
nology satisfy certain properties. See King, Plosser, and Rebelo 1988. deposits to output is a measure of the available level of intermediation services.
10The average ratio of employment in 1939 to employment in 1929 was one in Zinterest rates on Baa debt, which is considered by investment bankers to have
these countries, indicating that employment had recovered. higher default risk than these other debts, did begin to rise in late 1937 and 1938.
Ucooley 1995 contains detailed discussions of computing the solution to the sto- Zwhile Kendrick's (1961) data on aggregate hours are frequently used in macro-
chastic growth model. economic analyses of the pre—~World War Il economy, we point out that the Bureau of

1250me researchers argue that there are many other forms of capital, such as &abor_St‘?ltistics (BLS) did not estimate broac_i coverage of hours until the 1940s. Thus,
ganizational capital and human capital, and that the compensation of labor also includendrick's data are most likely of lower quality than the more recent BLS data.
the implicit compensation of these other types of capital. These researchers argue, there- ~"Decade-long money illusion is hard to reconcile with maximizing behavior. Re-
fore, that the true capital share is much higher, around two-thirds, and note that with thigarding nominal contracts, we are unaware of any evidence that explicit long-term nom-
higher capital share, convergence in the neoclassical model is much slower. To see wihagl wage contracts were prevalent in the 1930s. This prevalence would seem unlikely,
a higher capital share would imply for the 193439 recovery, we conducted our recovsince only about 11 percent of the workforce was unionized in the early 1930s.
ery exercise assuming a capital share of two-thirds rather than one-third. While slower,  2SAlternative views in the literature combine a variety of shocks. Romer (1990,
the recovery was still much faster than in the data. This exercise predicted output at 90992) suggests that the 1929 stock market crash increased uncertainty, which led to a
percent of trend by 1936 and at 95 percent of trend by 1939. sharp decline in consumption. She argues that this shock, combined with monetary fac-
13Bernanke and Parkinson (1991) estimate returns to scale for some manufacturirigrs, is a key to understanding the 1930s. To assess Romer’s view, which is based in part
industries during the Depression and also find evidence that productivity fell during thion the large drop in stock prices, we need a well-established theory of asset pricing. Ex-
period. They attribute at least some of the decline to mismeasurement of capital inpugting theories of asset pricing, however, do not conform closely to the data. (See Gross-
or increasing returns. man and Shiller 1981 or Mehra and Prescott 1985.) Given existing theory, a neoclassical
14an extreme approach to evaluating the effects of idle capital on total factor pro-€valtiation of Romer's view is difficult.
ductivity measurement is to assume that output is produced from a Leontief technology
using capital and labor. Under this Leontief assumption, the percentage decline in capital
services is equal to the percentage decline in labor services. Total hours drop 27.4 per-
cent between 1929 and 1933. Under the Leontief assumption, total factor productivi%ppend |X
in 1933 is about 7 percent below trend, compared to the 14 percent decline under the .
opposite extreme view that all capital is utilized. This adjustment from a 14 percent deI
cline to a 7 percent decline is almost surely too large not only because it is based on he NeOC|aSS|Ca| G rOWth MOdel
Leontief technology, but also because it does not take into account the possibility that
the capital left idle during the decline was of lower quality than the capital kept in op-
eration.
150ne reason that private investment may have fallen in the 1930s is because gov-
emment investment was substituting for private investment; however, this seems uHere we describe the neoclassical growth model, which provides

likely. Government investment that might be a close substitute for private investment di i ; ;
not rise in the 1930s: government expenditures on durable goods and structures werg}ae theoretical framework in the precedlng paper.

percent of output in 1929 and fluctuated between 3 percent and 4 percent of output dur- The neOCIaSSical grO_Wth model has t_)ecome_ the WOI‘khOI‘S(_E of
ing the 1930s. macroeconomics, public finance, and international economics.
1670 understand why a trade disruption would have such a small effect on outpulThe widespread use of this model in aggregate economics re-

in a country with a small trade share, consider the following example. Assume that fin, ; ; e ; ~ i~
goods are produced with both domesig &nd foreign 1) intermediate goods and that aﬂeCtS its SImp|ICIty and the fact that its Iong run predlctlons for

the prices of all goods are normalized to one. Assuming an elasticity of substitution beQUtPUL, consumption, investment, and shares of income paid to
tween home and foreign goods of one implies that the production for final gagsis, ~ capital and labor conform closely to the long-run experience of
Cobb-Douglas, or the United States and other developed countries.
v=Zzapi The model includes two constructs. One is a production func-
tion with constant returns to scale and smooth substitution pos-
wherea is the share parameter for intermediate inputs. This assumption implies thaéibilities between capital and labor inputs Output is either con-
with the level of domestic intermediate goods held fixed, . :
sumed or saved to augment the capital stock. The other construct
%AY = (1-0)%AM. is a representative household which chooses a sequence of con-

) _sumption, savings, and leisure to maximize the present discount-
That fact that U.S. imports were 4 percent of total output and U.S. exports 5 percent :% | f utili tyl
1929 suggests that the highest the cost share of inputs in production could have bee g value o ,u liity. . . L
0.04/0.95~ 0.04. Hence, an extreme disruption in trade that led to an 80 percent drop The basic version of the model can be written as maximizing

inimports would lead to only a 3.2 percent drop in output. (See Crucini and Kahn 199¢he |ifetime utility of a representative household which is en-

“ “I;)':‘e()t(;”t:]:ts tﬁ:ﬁgnetary base, which is the components of M1 controlled by thedowed initia”y with ko units of Capital and one unit of time at
Federal Reserve, grew between 1929 and 1933. each date. Time can be used for work to produce gagiisg

181 addition to Lucas and Rapping’s (1969) findings and Fisher's (1933) debt.for leisure ;). The OpjeCtive funCtipn is rT.]a.Ximized subject to a
deflation view, we have other reasons to question the monetary shock view of the Desequence of constraints that require sufficient outfiig,h,)] to
pression. During the mid- and late-1930s, business investment remained more than zgance the sum of consumptioq)(and investmentito at each

percent below its 1929 level despite short-term real interest rates (commercial pape . AN
near zero and long-term real interest rates (Baa corporate bonds) at or below long-r te. Each unit of da‘t@mput thatis invested auQments the date

averages. These observations suggest that some other factor was impeding the recovérg: 1 capital stock by one unit. The capital stock depreciates

¥Bernanke (1983) acknowledges the possibility of an endogenous response bggeometrically at raté, andf is the household’s discount factor.
argues that it was probably not important, since problems in financial intermediatiorporma"y’ the maximization problem is
tended to precede the decline in overall activity and because some of the bank failures
seem to have been due to contagion or events unrelated to the overall downturn. o
Recent work by Calomiris and Mason (1997) raises questions about the view thafA1) maxg, t)z B U(Ct ,|t)
bank runs reflected contagion and raises the possibility that productive, as well as un- ' t=0
productive, banks could be run. Calomiris and Mason analyze the bank panic in Chica@ubject to the fo||owing conditions:
in June 1932 and find that most of the failures were among insolvent, or near-insolvent,

banks. (AZ) f(kt’nt) G+ it



(A3) i =k, - (1-5)k technologyf (k,n) for transforming inputs into output. The equi-
t el t librium consists of rental prices for capitak f,(k,n) and labor
(Ad) 1=n+l, w; = f(k.,n) and the quantities of consumption, labor, and in-
vestment at each date= O, ...,. In this economy, the repre-
(A5 620120k 20. sentative consumer’s budget constraint is given by

Under standard conditions, an interior optimum exists for this 1 K+ o
problem. (See Stokey, Lucas, and Prescott 1989.) The optim&?‘ ) rike+winez i
guantities satisfy the following two first-order conditions at each

date: The consumer’s objective is to maximize the value of discounted

utility subject to the consumer’s budget constraint and the tran-
P6) U, = Uy f(k,n) sition rule for capital (A3). The firm’s objective is to maximize
W~ Kot the value of profits at each date. Profits are given by

(A7) Uy = Bug, [ fi(Kias M) + (1-0)].
(A12) 1) — ek —wn,.

Equation (A6) characterizes the trade-off between taking lei-
sure and working by equating the marginal utility of leisure, The effects of monetary disturbances can also be studied in
to the marginal benefit of working, which is working one ad- the neoclassical growth framework by introducing money into
ditional unit and consuming the proceedsf,(k,n). Equation  the model. The introduction of money, however, represents a dis-
(A7) characterizes the trade-off between consuming one adertion; consequently, the competitive equilibrium will not gen-
ditional unit today and investing that unit and consuming theerally coincide with the solution to the optimization problem.
proceeds tomorrow. This trade-off involves equating the mar{See Stokey, Lucas, and Prescott 1989.) In this case, the equa-
ginal utility of consumption today, , to the discounted margin-  tions for the competitive equilibrium, rather than the optimization
al utility of consumption tomorrow and multiplying by the mar- problem, are used in the analysis.
ginal product of capital tomorrow. This version of the modelhas  One widely used approach to adding money to the equilibri-
a steady state in which all variables converge to constants. Tom model is to introduce a cash-in-advance constraint, which
introduce steady-state growth into this model, the productiorrequires that consumption be purchased with cash:
technology is modified to include labor-augmenting technologi-
cal changex;: (A13) m=pg

(AB) Xy = (1H)x wherem is the money supply angl is the price (in dollars) of

the physical good. In this model, changes in the money stock
where the variable, represents the efficiency of labor input, affect expected inflation, which, in turn, changes households’ in-
which is assumed to grow at the constant yadeer time. The  centives to work and thus leads to fluctuations in labor input.
production function is modified to bk, ,xn,). King, Plosser, (See Cooley and Hansen 1989 for details.) More-complex mon-
and Rebelo (1988) show that relative to trend growth, this veretary models, including models with imperfectly flexible prices
sion of the model has a steady state and has the same charactarwages or imperfect information about the stock of money,
istics as the model without growth. also use the basic model as a foundation.

This very simple framework, featuring intertemporal opti-

mization, capital accumulation, and an aggregate production func-
tion, is the foundation of many modern business cycle models.
For example, models with technology shocks start with this  solow's (1956) original version of this model features a representative agent who
framework and add a stochastic disturbance to the productioinelastically supplies one unit of labor and who consumes and saves a fixed fraction of

. . output. Cass (1965) and Koopmans (1965) replace the fixed savings formulation of
technology. In this case, the resource constraint becomes gy, with an optimizing representative consumer.
(R9)  zfk.n)2c+iy
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BOX (WITH TABLE ON FOLLOWING PAGE)

The Recession of 1921:
The Recovery Puzzle Deepens

Many economists, including Friedman and Schwartz (1963),
view the 1921 economic downturn as a classic monetary re-
cession. Under this view, the 1921 recession and subsequent
recovery support our view in the accompanying article that
the weak 1934—39 recovery is puzzling.

In 1921, the monetary base fell 9 percent, reflecting
Federal Reserve policy which was intended to reduce the
price level from its World War | peak. This decline is the
largest one-year drop in the monetary base in the history of
the United States. The price level did fall considerably, de-
clining 18.5 percent in 1921. Real per capita output also fell
in 1921, declining 3.4 percent relative to trend.

Since many economists assume that monetary factors
were important in both the 1929-33 decline and the 1921 re-
cession, we compare these two downturns and their recov
price level normalized to 100 in the year before the downturn
and normalized detrended real per capita output.

There are two key differences between these periods. One
is that the decrease in output relative to the decrease in the
price level during the 1920s is small compared to the de-
crease in output relative to the decrease in the price level that
occurred during the 1930s. The 18.5 percent decrease in the
price level in 1921 is more than five times as large as the 3.4
percent decrease in output in 1921. In contrast, the decrease
in the price level is only about 62 percent of the average de-
crease in output between 1929 and 1933. The other difference
is that the 1921 recession was followed by a fast recovery.
Even before the price level ceased falling, the economy began
to recover. Once the price level stabilized, the economy grew
rapidly. Real per capita output was about 8 percent above
trend by 1923, and private investment was nearly 70 percent
above its 1921 level in 1923. This pattern is qualitatively con-
sistent with the predictions of monetary business cycle the-
ory: adrop in output in response to the price level decline, fol-
lowed immediately by a significant recovery.

In contrast, the end of the deflation after 1933 did not
bring about a fast recovery after the 1929-33 decline. This
comparison between these two declines and subsequent re-
coveries supports our view that weak post-1933 macroeco-
nomic performance is difficult to understand. The recovery
from the 1921 recession offers evidence that factors other
than monetary shocks prevented a normal recovery from the
1929-33 decline.



A Strong vs. a Weak Recovery
Price Levels and Detrended Real Output

In the Early 1920s. . .
Index, 1920=100

Price Real
Year Level Output
1921 815 96.6
1922 75.6 99.0
1923 78.6 108.2
Sources: Kendrick 1961; Romer 1989
... And in the 1930s
Index, 1929=100
Price Real
Year Level Output
1930 97.0 87.3
1931 88.1 78.0
1932 78.4 65.1
1933 76.7 61.7
1934 83.2 64.4
1935 84.8 67.9
1936 85.2 74.7

Source: U.S. Department of Commerce, Bureau of Economic Analysis




Table 1

Duration and Scale of the Depression
and Postwar Business Cycles

Measured by the Decline and Recovery of Qutput

Length Size of Length of

of Decline Decline Recovery
Great Depression 4 years -31.0% 7 years
Postwar Cycle Average 1 year —2.9% 1.5 years

Sources: National Bureau of Economic Research; U.S. Department of Commerce,
Bureau of Economic Analysis




Table 2
Detrended Levels of Output and Its Components in 1929-39*
Index, 1929=100

Consumption

Real Nondurables Consumer Business Government M
Year Output and Services Durables Investment Purchases Exports Imports
1930 87.3 90.8 76.2 69.2 105.1 85.2 84.9
1931 78.0 85.2 63.3 46.1 105.3 705 724
1932 65.1 75.8 46.6 22.2 97.2 54.4 58.0
1933 61.7 7.9 44.4 218 915 52.7 60.7
1934 64.4 7.9 48.8 279 100.8 52.7 58.1
1935 67.9 729 58.7 a7 99.8 53.6 69.1
1936 74.7 76.7 70.5 52.6 1135 55.0 7
1937 75.7 76.9 7.9 59.5 105.8 64.1 78.0
1938 70.2 739 56.1 38.6 1115 62.5 58.3
1939 732 74.6 64.0 49.0 112.3 61.4 61.3

*Data are divided by the working-age (16 years and older) population.
Source: U.S. Department of Commerce, Bureau of Economic Analysis




Table 3

Changes in the Composition of Output in 1929-39

Shares of Output
Foreign Trade
Government
Year Consumption Investment Purchases Exports Imports
1929 62 25 13 .05 .04
1930 64 19 16 .05 .04
1931 67 15 18 .05 04
1932 12 .08 19 .04 .04
1933 72 .09 19 04 .04
1934 69 1 20 .04 04
1935 66 15 19 .04 .04
1936 63 A7 20 04 .04
1937 63 19 18 .04 04
1938 65 14 21 .04 .04
1939 63 16 20 04 .04
Postwar Average .59 20 23 .06 07

Source: U.S. Department of Commerce, Bureau of Economic Analysis




Table 4

Detrended Levels of Output and Its Components
in a Typical Postwar Recovery

Measured Quarterly From Trough, Peak=100

Quarters Government
From Trough ~ Output ~ Consumption  Investment  Purchases

0 95.3 96.8 84.5 98.0
1 96.2 98.1 85.2 97.9
2 98.3 99.5 97.3 98.0
3 100.2 100.8 104.5 99.0
4 102.1 102.7 1121 99.2

Source: U.S. Department of Commerce, Bureau of Economic Analysis




Table 5

Five Measures of Labor Input in 1929-39*

Index, 1929=100

Aggregate Measures

Sectoral Measures

Total Total Private Farm Manufacturing
Year Employment Hours Hours Hourst Hours
1930 932 919 915 99.0 84.6
1931 85.7 835 82.8 101.7 68.7
1932 775 734 724 98.7 54.7
1933 76.2 72.6 70.8 99.0 58.4
1934 79.9 nr 68.7 89.3 61.2
1935 81.4 74.7 71.4 933 68.6
1936 83.9 80.6 75.8 911 79.2
1937 86.4 83.0 795 99.1 85.3
1938 80.4 76.3 .7 92.7 67.6
1939 82.1 78.7 74.4 93.6 78.0

*Data are divided by the working-age (16 years and older) population.
T Farm hours are adjusted for a secular decline in farm employment of about 1.8 percent per year.

Source: Kendrick 1961




Table 6
Detrended Measures of Productivity
Index, 1929=100

Labor Total Factor
Year Productivity* Productivity
1930 95.9 948
1931 95.4 935
1932 90.7 87.8
1933 87.9 85.9
1934 96.7 926
1935 98.4 96.6
1936 101.6 99.9
1937 100.7 100.5
1938 102.4 100.3
1939 104.6 103.1

* Labor productivity is defined as output per hour.
Sources: Kendrick 1961; U.S. Department of Commerce, Bureau of Economic Analysis




Table 7

U.S. vs. International Decline and Recovery
Annual Real per Capita Output in the 1930s

Index, 1929=100

United International
Year States Average*
1932 69.0 913
1933 66.7 945
1935 76.3 101.0
1938 83.6 1124

*International average includes Belgium, Britain, France,
Germany, Italy, Japan, and Sweden.

Source: Maddison 1991




Table 8

Nominal Money, Prices, and Interest Rates in 1929-39

Annual % Interest Rate

Monetary Price 3-Month Commercial
Year Base* M1 Level U.S. T-Bill Paper
1929 100.0 100.0 100.0 4.4% 6.1%
1930 9.9 94.4 97.0 2.2 43
1931 98.7 85.6 88.1 1.2 2.6
1932 104.3 74.5 78.4 8 2.7
1933 108.9 69.9 76.7 3 17
1934 119.8 78.0 83.2 3 2.0
1935 139.2 91.0 84.8 2 8
1936 157.2 102.1 85.2 1 8
1937 168.5 102.9 89.4 5 9
1938 1815 102.2 87.2 1 8
1939 215.5 113.7 86.6 0 6

*Money measures are divided by the working-age (16 years and older) population.

Source: Board of Governors of the Federal Reserve System




Table 9

Real Money, Output, and Interest Rates in 1929-39

Monetary Interest
Year Base* M1 Output Ratet
1929 100.0 100.0 100.0 6.0%
1930 98.8 97.3 87.3 73
1931 112.0 97.1 78.0 1.8
1932 133.1 95.1 65.1 13.8
1933 142.1 91.2 61.7 39
1934 144.0 93.8 64.4 6.5
1935 164.1 107.3 67.9 11
1936 184.4 119.8 74.7 3
1937 188.6 115.2 75.7 -39
1938 208.1 1172 70.2 32
1939 248.7 131.2 732 1.3

* Money measures are divided by the working-age (16 years and older) population.

T This is the interest rate on commercial paper minus the realized inflation rate

Sources: Board of Governors of the Federal Reserve System; U.S. Department of

Commerce, Bureau of Economic Analysis




Table 10
Bank Assets and Liabilities Relative to Nominal Output in 1929-39

Deposits
Operating Suspended % Change Federal
Year Banks Banks Loans in Loans Securities
1929 57 .00 4 —6% .05
1930 64 01 42 3 .06
1931 62 .02 48 13 .09
1932 77 .01 45 -6 12
1933 69 .06 40 13 15
1934 74 .00 31 -23 A7
1935 73 .00 28 -1 20
1936 .1 .00 .26 -9 21
1937 65 .00 24 -6 19
1938 71 .00 25 3 20
1939 73 .00 25 -2 21

Source: Board of Governors of the Federal Reserve System




Table 11
Detrended Real Wage Rates in 1929-39
Index, 1929=100

Year Manufacturing Ecgtr)]tgrlny Nonmanufacturing
1930 101.6 99.1 97.6
1931 105.7 98.6 94.5
1932 105.0 97.0 926
1933 102.3 91.0 85.2
1934 108.5 95.5 88.1
1935 108.0 94.8 86.9
1936 106.9 97.3 914
1937 112.6 97.6 87.9
1938 117.0 98.9 86.9
1939 116.1 99.9 90.2

Source of basic data: Hanes 1996; U.S. Department of Commerce, Bureau of Economic Analysis




Chart 1
Convergence to a New Growth Path?
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in 1929-39
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Chart 2
Predicted and Actual Output in 1929-39

Detrended Levels, With Initial
Capital Stock in the Model
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Chart 3
Predicted and Actual Recovery of Output in 1934-39

Detrended Levels, With Initial
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